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ABSTRACT

Bayesian hierarchical models are proposed for modeling tropical cyclone characteristics and their damage potential in the
Atlantic basin. We model the joint probability distribution of tropical cyclone characteristics and their damage potential at two
different temporal scales, while taking several climate indices into account. First, a predictive model for an entire season is
developed that forecasts the number of cyclone events that will take place, the probability of each cyclone causing some
amount of damage, and the monetized value of damages. Then, specific characteristics of individual cyclones are considered
to predict the monetized value of the damage it will cause. Robustness studies are conducted and excellent prediction power is
demonstrated across different data science models and evaluation techniques.

Introduction
Tropical cyclones or hurricanes are among the foremost of natural phenomena that regularly cause great harm to human
communities and infrastructure1–5. Many studies have been conducted on the physics of these storms6–10, their frequencies,
intensities and potential for causing damage and the dependence of these on climatic features like teleconnections and
sea-surface temperatures11–20.

However, the relationship between economic loss and a tropical cyclone’s size, intensity, storm surge, rainfall and other
important climatic factors, is complex and difficult to model explicitly21. There is a need for employing robust statistical
methodologies that can leverage the observable and quantifiable properties of tropical cyclones and related climate conditions to
predict the risks and damages that tropical cyclones can cause. In this paper, we propose a Bayesian hierarchical framework for
predicting the probability that a given tropical cyclone may be damage-inflicting, and the amount of damage that it can cause.
While our study is restricted to the Atlantic basin, conceptually it can be extended to any tropical cyclone basin. We provide
the Bayesian predictive models at two different temporal scales. First, to aid preparation for each tropical cyclone season, we
develop a predictive model that forecasts the number of cyclone events that will take place, the probability that a given cyclone
will inflict damages, and the monetized value of damages. Then, to aid immediate damage mitigation interventions, we consider
some physical characteristics of individual cyclone, like its minimum central pressure (minCP) and its maximum windspeed
(maxWS), to predict the monetized value of the damage it will cause.

Historical changes in damages are a result of meteorological factors (climate change or as a result of human activity) and
socio-economic factors (increased population in hurricane-prone areas and increased prosperity). Therefore, in order to assess
the effect of climate change on hurricane trends, most studies correct for socio-economic influences by normalizing the damage
data22, 23. A substantial number of these studies did not find a significant increase in hurricane damage since 1900 suggesting
that changes in the climate have not led to noticeable increases in hurricane damage in the past21, 22, 24–28; although some did
find increases since the 1970s29–31. However, the common consensus is that the Atlantic basin has substantial year-to-year and
decade-to-decade variability in tropical cyclone activity levels and corresponding losses. In this light, it has been claimed21 that
model based prediction may not be able to improve upon what is expected from long-term historical record of U.S. tropical
cyclone landfalls and damages. However, our findings indicate otherwise. We address the issue of ‘hurricane droughts’32, 33 in
our Bayesian framework for the seasonal scale, i.e. several years without landfall. This type of ‘drought’ may make a standard
time series analysis of historical records and other classical statistical approaches relatively complex and inefficient, however,
the proposed Bayesian framework of this paper is unaffected by such volatilities. Our model builds on and extends several
data science-driven approaches for modeling tropical cyclone frequency and intensity based on natural and anthropogenic
features11–17, 19, 20, 34–36.

Apart from the seasonal scale, we develop a Bayesian hierarchical framework for predicting monetary damages for each
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individual tropical cyclone. For this purpose we present a hierarchical generalized extreme value probability distribution (GEV)
framework that has not been studied before, coupling the maximum wind speed (maxWS), minimum central pressure (minCP)
and financial damages data of tropical cyclones, while controlling for the average latitude of regions where the cyclones were
recorded (details are in the Methods section).

Past studies have established the sensitivity of annual damage to individual extreme events, thus emphasizing the need for
studying individual cyclone events for better estimating the risk of extreme losses and for better financial planning37–41. The
relationship between maxWS and minCP in tropical cyclones has been studied for several decades42–45. It has been claimed that
while the most accurate and reliable estimate of tropical cyclone intensity is the minCP, destructive potential is better related to
maxWS46. The frequency, intensity, and size of hurricanes are naturally also influenced by climatic factors like changes in sea
surface temperature (SST), El Niño events and so on38, 41, 47–59. It is of interest to understand the stress due to climate change
on relationships between various characteristics of a cyclone, climatic factors, and the risks associated from tropical cyclones to
human life and property, ecology, biodiversity and various other vulnerabilities43, 60, 61.

In extending the above studies, the proposed framework in this paper models the joint probability distribution of (i) maxWS,
(ii) minCP and (iii) damages using a Bayesian hierarchical model, with each of these conditionally modeled by a non-stationary
logistic generalized extreme value distribution (GEV). The three variables maxWS, minCP and damages require joint study
because data uncertainty may lead to potential changes in the joint distribution over time. Our use of extreme value probability
distributions also extend several recent studies on extreme climate phenomena and related economic analyses16, 19, 45, 62–66.

In addition, we conduct thorough robustness studies with the probabilistic inferential and prediction frameworks. This is
done by using, (i) several choices of prior distributions, (ii) empirical Bayesian and frequentist frameworks as alternatives
to the proposed hierarchical Bayesian model, and, (iii) different mathematical optimization approaches. Details are reported
in the supplementary materials. These additional studies ensure that the inferences and predictions are not sensitive to the
choice of the data science model or technology used, but instead reflect what the data tells us. Proper diagnostic studies were
carried out on the Markov Chain Monte Carlo (MCMC) procedures used in our studies, to ensure that the Markov chains show
strong evidence of convergence, that the parameter set is sufficiently explored and the chain is well mixed. Trace, density,
autocorrelation plots and various types of convergence quantifications are used for MCMC diagnostics. Our studies on the
Atlantic tropical basin using different data science approaches report substantially similar inference results. Additionally, since
our approach is probabilistic in nature and obtains full predictive distributions, we are able to quantify many different kinds of
prediction uncertainties.

We present our findings in two parts. First, we present the results for the season-level prediction for the number of cyclones,
the probability that any given cyclone will inflict some damage, and the monetized value of such damages from the hierarchical
Bayesian model. The predictions from 2017 and 2019, a high cyclone activity and a low cyclone activity season respectively,
are reported. Additional predictions are reported in the supplementary materials. Then the results on individual damage-causing
cyclones are presented, using a hierarchical Bayesian extreme value distributional framework. We evaluate the prediction
framework on cyclones of the 2016-2017 season. Discussions and comments on the obtained results are collected in the section
following the results. The hierarchical Bayesian techniques used for seasonal model is presented in the first part of the Methods
section, followed by the hierarchical generalized extreme value Bayesian framework for predictions of damages from individual
tropical cyclones and the description of the data that we use. The supplementary materials include details about the data,
technical specifications about the predictive distributional models, alternative data science and computational models, and
additional predictions.

Results

Seasonal Posterior Predictive Analysis
We group the tropical cyclones into two categories based on the Saffir-Simpson hurricane wind scale67. The first group is
considered low intensity and corresponds to tropical cyclones up to category 2 in the Saffir-Simpson scale, while the second
group is considered high intensity and comprises category 3-5 tropical cyclones (peak sustained winds exceeding 50 ms−1). It
is common in the literature to consider Saffir-Simpson Categories 3-5 Atlantic Hurricanes separately from the overall frequency,
and label them major hurricanes21, 27, 28, 68. Historically, major hurricanes have accounted for about 80% of hurricane-related
damages in the United States of America (USA) despite only representing 34% of USA tropical cyclone occurrences28. The
grouping of tropical cyclones based on whether they have low or high intensities also reflects the reality of the bimodal nature
of the damage distribution depicted in Figure 1.

In each group, Gibbs sampling technique of Markov Chain Monte Carlo (MCMC) is used to estimate the posterior
distribution for inference. The expected proportions of damage-inflicting cyclones were respectively estimated around 14.2%
and 39% for the low and the high intensity groups. The monetary values of low and high intensity damages indicated expected
value in the log-normal scale of 18.29 (with 95% credible interval = (17.63, 18.96)) and 21.12 (20.26, 21.98) respectively,
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corresponding to about 87.75 million (corresponding 95% credible interval being (45.31, 171.31) million) and 1.487 billion
(95% credible interval = (0.674, 3.685) billion) dollars worth of damage. Thus, on average, the U.S. should be prepared for
about 1.575 billion dollars in damage each year, primarily from high-intensity tropical cyclones. Although an exact comparison
is hard to make because estimates from different studies employ different methodologies and quote results based on the specific
goals of their respective studies, these estimates seem to fall in the ballpark range observed in the literature21, 25, 27.

We present the details for the 2017 and 2019 tropical cyclone seasons as illustrative examples of Bayesian seasonal
predictions. The degree of tropical cyclone activity and damages in these two years considerably vary, thus providing an
excellent spectrum of cases to evaluate the Bayesian predictive model. We use all available data (1960 onward) up to the
prediction year and include the preseason covariates for both low and high intensity tropical cyclones. Then our predictive
model forecasts the number of cyclone events, the probability of each cyclone causing some amount of damage, and the
monetized value of damages it will cause, for that season. Additional details about other years are in the supplementary
materials.

We display the predictive posterior mass/density functions and actual observations for 2017 in Figure 2 and for 2019 in
Figure 3. The year 2017 is known for intense tropical cyclone activity and damages37, while 2019 was a much milder year with
no damages. As seen in Figure 2 and 3, the actual number of cyclones, landfall frequency and damages are well within the
predicted distribution for the low intensity category as well as the high intensity category. For 2019, there were no recorded
damages in low intensity as well as high intensity cyclones. It can be seen from Figure 3 (lower middle plot), that observing
zero landfalling high intensity cyclones had the highest chance in at around 36-37%. Also, the predictive distribution plots in
Figure 3 reflect the considerable chance of no damages, with about a 22% chance for the low intensity category and 38% change
for the high intensity category, respectively. It can be seen from Figure 2 and Figure 3, that the predictive model provides an
excellent fit. The figures for some other years, along with additional figures where an empirical Bayesian or a fast Bayesian
predictive modeling is used, are presented in the supplementary materials.

Individual Cyclones: Bayesian Predictive Analysis for 2016-17
We use the hierarchical generalized extreme value distribution (GEV) model to predict the properties of the cyclones in 2016
and 2017. Both years were active cyclone seasons69–72, thus, are good tests for the model prediction capabilities. Since a
Bayesian specification corresponds to updating the model as new data become available, we use all available data up to the
prediction year and include the preseason covariates for all cyclones starting from 1960.

There are 5 cyclones that hit continental U.S. in 2016 and 2017 with non-zero damages: Hermine and Matthew in 2016
(with normalized damage values 610 million and 11 billion, respectively), and Harvey, Irma and Nate in 2017 (with damages
amounting to approximately 133 billion, 53 billion and 230 million, respectively). We assess the performance of our models
by comparing where the true values for the three variables (maxWS, minCP and damages) fall on the posterior predictive
distribution. For each cyclone, we find the 95% credible intervals and check whether the actual cyclone maxWS, minCP
and damages are included in these intervals or not. It is observed that the true minimum central pressure values and the true
maximum wind speeds were within the 95% credible interval for all the five cyclones. The credible interval could not capture
the observed damage value for Harvey, but other cyclones were within the 95% interval. Missing one case out of fifteen with
95% credible intervals is not surprising: a false signalling of one in every twenty instances is expected. Another reason for the
miss could be that hurricane Harvey was exceptional in the amount of damage it caused, and in such a situation, statistical risk
assessment could suffer from short, incomplete and/or inaccurate past records70.

In order to quantify exactly where the true value for each of the three variables falls on the posterior predictive distribution
for the five cyclones in 2016-17, we calculate the percentile of the true value on the posterior predictive distribution. Let us call
this α . Then, we calculate δ = 2min{α,1−α} for each of the alpha values corresponding to each of the three variables and 5
cyclones. Note, the closer the value of δ is to 1, the closer the truth is to the posterior predictive median and if δ is closer to
zero, then the truth is near the tail of the distribution. Table 2 presents the δ values and these essentially show the proposed
model is an excellent predictive tool.

The 2017 hurricane season was the costliest season since records began in 1851, in large part due to the devastation wrought
by major hurricanes like Harvey, Irma, and Nate37. Natural disasters such as these highlight the need for quantitative estimates
of the risk of such disasters. We display the posterior predictive densities for the cyclones Harvey and Irma, two of the most
historically damaging cyclones, in Figure 4. As can be seen from the figure, the actual amount of minimum central pressure
and maximum wind speed for both the cyclones falls well within the predicted distribution. The actual amount of damage are
within the limits of the predictive distribution for both Harvey and Irma, although towards the tails for damages. For the other
three tropical cyclones of 2016 and 2017, the actual values were in substantially high posterior density regions.

We conducted similar prediction analysis using a trivariate Bayesian GEV and a hierarchical Bayesian model with log-
Normal damages, described in the supplementary materials, and they enforce the narrative that our results are very robust against
different data science techniques used. Our predictive results also reflect that hurricanes Harvey and Irma were exceptional in
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terms of the damages, at the tails but within the range of the posterior distributions. Our hierarchical Bayesian GEV model
predicts that Harvey was one-in-a-thousand and Irma was one-in-twenty event in terms of damages they inflicted.

Discussion

In this paper we propose a data-driven framework for predicting the monetary value of damages caused by Atlantic tropical
cyclones and storms. The framework is developed to analyze data at two time scales: for an entire season of cyclones and for
each individual cyclone or storm. The seasonal model predicts storm or cyclone frequency, the probability of causing any
damage and the amount of damages. The individual cyclone model predicts the minimum central pressure, maximum wind
speed and the amount of damages caused. Both the models exhibit excellent predictive power as evident from Figures 2 - 4 and
other figures and tables in supplementary materials. The inference results for our proposed Bayesian hierarchical models are
robust, as verified by replicating the studies with alternative data science models and posterior predictive checks. The model fits
are also satisfactory as seen from the diagnostics of the Markov Chain Monte Carlo procedures. Our estimates indicate that on
average, the United States should prepare for approximately 1.575 billion dollars worth of damages per year at current prices,
with the 2.5% and 97.5% quantile being 0.675 billion and 3.685 billion, respectively.

Our Bayesian hierarchical models can easily accommodate additional features and variables like exact location of tropical
cyclone landing and degree of urbanization, monetized ecological and environmental losses73 and so on. Minor computational
extensions of our model can be used for variable or model selection also, for example, the exact landing spot of a tropical cyclone
may not have substantial predictive value from a data science perspective. While using additional features can potentially lead
to more precise predictions and narrower prediction intervals, we restrict our analysis to those features for which trustworthy
and adequate data were available. The Bayesian hierarchical models proposed here may also be useful for other basins of
tropical cyclone activities. However, adequate data on cyclone damages seems to be available only for the Atlantic basin
currently.

Our predictive models can be useful in many ways. Forecasting tropical cyclones is a challenging task36, 74, 75, and our
proposed methodology and results can provide valuable insights here. Our models may be used by insurance and reinsurance
industry76, as well as the broader community. A data sciences framework like the one proposed in this paper can serve as a
paradigm for using observable physical, chemical, biological or other observable characteristics of natural or man-made event
for predicting quantifiable gains and losses resulting from the event. More generally, this paradigm can be useful for guiding
the effects on different kinds of interventions, or adaptation and mitigation strategies related to the event.

Methods

Methods: Bayesian Modeling of Seasonal Cyclone Activity

We classify the cyclones for every season into two groups based on the Saffir-Simpson scale, those with low intensity (denoted
by C = 1) and those with high intensity (C = 2), thus ensuring that there is a reasonable number of cyclones in each group in
most years. Also, such a grouping is compatible with the bimodal distribution of damages that is evidenced from the data, see
Figure 1 on the logarithm of nonzero damages. Modes on the logarithmic scales correspond approximately to damages around
24 million and 3.6 billion in 2019 dollars for the low and high intensity categories respectively.

In each season, we consider three aspects of Atlantic tropical cyclone activity. For each season/year i, these are the number
of cyclones (NC,i), the number of tropical cyclones that cause damages (LC,i) and the valuation of the damages (DC,i). We
also consider several climatic features (Xi) that may be associated with Atlantic tropical cyclones, these include sea surface
temperatures, natural phenomena like sunspots and solar magnetic disturbances, and different climate indices like the Atlantic
multi-decadal oscillation index (AMO), the north Atlantic oscillation index (NAO), the southern oscillation index (SOI), the
Nino3.4 anomaly index11, 12, 16, 34.

We find that the distribution of annual low intensity cyclone frequencies is over-dispersed, and hence use a negative binomial
parameterization for it, as in (1). In each group, the frequency of cyclones that inflict economic damages is captured using a
binomial distribution, conditional on the frequency of cyclones in each group for a given year, see (2). The actual valuation
of cyclone damages is modeled using a mixture distribution with a mass at zero and a lognormal distribution, as in (3). The
precise mathematical details of the model are given below, with a detailed description in the supplementary materials. The
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notation [X ] for a random variate X denotes its distribution.

[N1,i|Xi,r, pi,β 1]∼ NegBinom(r, pi) (1)

pi =
r

r+λ (xi)

log(λ (xi)) = xiβ 1;β 1 ∈ Rq1

[L1,i|N1,i = n1,i,Xi,φ ,β 1,θ1]∼ Binomial(n1,i,θ1) (2)
[D1,i|L1,i,N1,i = n1,i,Xi,φ ,β 1,θ1,µ1,σ1]∼

(1− (1−θ1)
n1,i)∗Lognormal(µ1,σ1)+(1−θ1)

n1,i ∗0 (3)

[β 1]∼N (0q1 ,105Iq1), (4)

with priors , [θ1]∼ Beta(1,1), [µ1]∼N (0,105), 1
σ2

1
∼ Gamma(1,1) and [r]∼ Unif(0,70), respectively.

The hierarchical specification for the high intensity cyclones is similar to that of low intensity except that the cyclone
frequencies are modeled as Poisson distribution with mean parameter, γ(X) = Xβ 2, as in (5). The model specification is given
below and the details for the model are in the supplementary materials (section A.1).

[N2,i|Xi,β 2]∼ Poisson(λ (xi)) (5)
log(λ (xi)) = xiβ 2;β 2 ∈ Rq2

[L2,i|N2,i,Xi,β 2,θ2]∼ Binomial(n2,i,θ2) (6)
[D2,i|L2,i,Ni2,Xi,β 2,θ2,µ2,σ2]∼
(1− (1−θ2)

ni2)∗Lognormal(µ2,σ2)+(1−θ2)
ni2 ∗0 (7)

[β 2]∼N2(0q2 ,105Iq2) (8)

with priors, [θ2]∼ Beta(1,1), [µ2]∼N (0,105) and [1/σ2
2 ]∼ Gamma(1,1), respectively.

To ensure the results and inference we obtain from the data are not sensitive to modeling assumptions, we repeated the
analysis using several alternative statistical models and data science formalism. In the supplementary materials we report an
empirical Bayesian modeling approach and a different computational approach that uses data cloning. The results of all these
alternative data modeling approaches are also in the supplementary materials, and are all substantially identical, confirming the
robustness of the results to modeling framework.

Methods: Bayesian Modeling of Individual Cyclones
We consider a hierarchical Bayesian model to jointly model a tropical cyclone’s minimum central pressure (minCP), maximum
windspeed (maxWS) and the monetary value of the damages that the cyclone caused. Let Z1 represents log(minCP), Z2 is
for standardized average latitude, X1 represents log(maxWS) and X2 is for log(damages). We use the notation GEV for the
generalized extreme value distribution77. We consider the following hierarchical GEV model:

[Z1|Z2]∼ GEV(µz1(Z2),σz1 ,ξz1) (9)
[X1|(Z1,Z2)]∼ GEV(µx1(Z1,Z2),σx1 ,ξx1) (10)

[X2|(X1,Z1,Z2)]∼ GEV(µx2(X1,Z1,Z1),σx1 ,ξx2), (11)

where the hierarchy is in the location parameters µz1(Z2) = α0 +α1Z2, µx1(Z1,Z2) = β0 +β1Z1 +β2Z2 and µx2(X1,Z1,Z2) =
γ0 + γ1X1 + γ2Z1 + γ3Z2. The joint density can then be written as,

f (Z1,X1,X2|Z2,θ)

=
1

σx2

(t(x2))
ξx2+1 exp(−t(x2))

1
σx1

(t(x1))
ξx1+1 exp(−t(X1))

1
σz1

(t(z1))
ξz1+1 exp(−t(Z1)), where,

t(x) =

{
(1+ξ ( x−µ

σ
))−1/ξ ξ 6= 0

exp
(
− x−µ

σ

)
ξ = 0.

Our choice of priors are essentially non-informative with variances chosen to ensure proper coverage of the sample
space and reasonably good acceptance rates in the Metropolis-Hastings algorithm. These are α0,α1,β0,β1,β2

iid∼ N(0,102),
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γ0,γ1,γ2,γ3
iid∼ N(0,103), σz1 ,σx1

iid∼ IG(α = 1,β = 1), σx2∼IG(α = 2,β = 3) ξz1 ∼ Unif(−1,1), ξx1 ,ξx2
iid∼ Unif(−0.5,0.5).

The notations N, IG and Unif respectively stand for the Normal/Gaussian distribution, the inverse Gamma distribution and the
Uniform distribution.

In Table 1, we report the frequentist maximum likelihood estimates (MLE) and their standard errors, as well as Bayes
estimators and their standard deviations corresponding to (9), (10) and (11). For the Bayesian computations, a Markov Chain
Monte Carlo (MCMC) algorithm is implemented for N = 106 size and the step-sizes are chosen to achieve about 20% acceptance
rate.

The coefficient of average latitude (α1) in modeling the location parameter for minCP is statistically significant. Similarly,
the effect of minCP (β1) in modeling location parameter for maxWS seems to be significant and the effect of maxWS (γ1)
on log(damages) seems also to be significant. The scale and shape parameter estimates are significant across models, with
a negative estimate for the shape parameters signifying reverse Weibull distributions for the marginals of each of the three
variables, log(minCP), log(maxWS) and log(damages), respectively. The diagnostics of the MCMC algorithm show that mixing
and other properties of the Markov chain are all fully satisfactory.

Data Description
The National Hurricane Center (NHC) maintains the North Atlantic-basin hurricane database (HURDAT2, or Best Track),
containing six-hourly information on the location, maximum winds, central pressure, and (beginning in 2004) size of all known
tropical cyclones and subtropical cyclones since 185178. We use the data from the Atlantic tropical cyclone basin from 1960 up
to 2019 in HURDAT2. Data prior to 1960 is not used in this study owing to possible inaccuracies. We define the maximum
category a cyclone achieves by applying the Saffir-Simpson scale to the highest maximum wind speed1 over the cyclone’s
lifetime. Tropical storms are included with tropical cyclones due to several damage events attributed to these less powerful
cyclones. Monetized damage estimates for all tropical cyclones since 1900 have been compiled25, and updated by the ICAT
catastrophe insurance company http://www.icatdamageestimator.com/ The data is normalized to 2019 dollars to
reflect changes in inflation, wealth, and population in the cyclone area25.

We use the Atlantic Multidecadal Oscillation (AMO), the Southern Oscillation Index (SOI), the North Atlantic Oscillation
(NAO), Niño 3.4 anomaly series, sea surface temperature SST and sunspot activity SSN as covariates. The Atlantic Multidecadal
Oscillation (AMO) is an ongoing series of long-duration changes in the sea surface temperature of the North Atlantic Ocean,
with cool and warm phases that may last for 20-40 years at a time. It is the ten-year running mean of detrended Atlantic SST
Anomalies north of the equator. Data79 are retrieved from the National Oceanic and Atmospheric Administration (NOAA),
Earth System Research Laboratories (ESRL) http://www.esrl.noaa.gov/psd/data/timeseries/AMO/. The
relationship between AMO and hurricane frequency has been studied previously, with some attributing the increase in hurricane
activity to increases in AMO34, 80–83.

The Southern Oscillation Index (SOI) is defined as the normalized sea-level pressure difference between Tahiti and
Darwin. Negative values of the SOI indicate an El Niño event. Monthly SOI values are obtained from National Centers
for Environmental Prediction’s (NCEP) Climate Prediction Center (CPC) ftp://ftp.cpc.ncep.noaa.gov/wd52dg/
data/indices/soi. Annual averages of SOI over the months of August-October are used as indicators of shear upon
North Atlantic hurricanes84, 85.

The North Atlantic Oscillation (NAO) is characterized by fluctuations in sea level pressure differences. Strong positive
phases of the NAO tend to be associated with above-average temperatures in the eastern United States and thus, provide a
conducive environment for tropical cyclone development. Index values for the NAO are calculated as the difference in sea level
pressure between Gibraltar and a station over southwest Iceland and are collected from Physical Sciences Laboratory (PSL),
NOAA https://psl.noaa.gov/data/correlation/nao.data.

The Niño 3.4 anomaly series is collected from NCEP CPC http://www.cpc.ncep.noaa.gov/data/indices/
ersst5.nino.mth.91-20.ascii. This series is an average of the SST from 5◦S-5◦N by 170◦W-120◦W with the
1951-2000 mean removed. Other Niño indices exist but are highly correlated with Niño 3.4, and are less commonly used in
literature.

Sea-surface temperatures (SST) are an important component for tropical intensification. Higher SST, all else being constant,
is believed to provide a more conducive environment for tropical cyclone development18, 86. Atlantic SST averages gridded
values over the region from 10-25◦N by 80◦W-20◦W. Raw (unsmoothed and not detrended) monthly SST values are obtained
via the NOAA PSL https://psl.noaa.gov/data/gridded/tables/sst.html. This is version 5 of the data
known as ERSST and was constructed using the most recently available ICOADS SST data87.

Sunspots are magnetic disturbances (SSN) of the sun surface having both dark and brighter regions. Variations in solar
activity are monitored by sunspots. These are visible disturbances on the photosphere of the sun. The brighter regions increase
the intensity of the ultraviolet emissions. Increased sunspot numbers correspond to more magnetic disturbances, which some

1Maximum wind speed is defined as maximum wind speed value over a 1-minute period
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studies predict leads to reduction in potential intensity of hurricanes35. SSN are obtained from World Data Center-Sunspot Index
and Long-term Solar Observations at the Royal Observatory of Belgium http://www.sidc.be/silso/datafiles.

We use the monthly time series available for each covariate. Previous works19 suggest an average of the May and June
values of the SOI, NAO, and Atlantic SST anomalies for prediction. We operate under this same premise for AMO and the
Niño 3.4 anomaly. However, with SSN we use the average of the monthly average sunspots for July to June of the predicting
year, i.e. for 2019, we average July 2018 to June 2019 monthly values.
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MLE Std. Error Bayes estimator Posterior SD
α0 -0.1919 0.0930 -0.1111 0.0857
α1 -0.2623 0.0608 -0.2707 0.0497
σz1 1.0395 0.0744 0.7730 0.0299
ξz1 -0.5859 0.0499 -0.4320 0.0413
β0 4.3691 0.0128 4.2234 0.0310
β1 0.3430 0.0151 0.3534 0.0279
β2 -0.0449 0.0128 -0.0421 0.0310

σx1 0.1429 0.0088 0.3554 0.0170
ξx1 -0.3521 0.0444 -0.4876 0.0127
γ0 19.5008 0.2033 19.2674 0.1732
γ1 0.9391 0.5735 1.0667 0.3850
γ2 0.5070 0.5535 0.4374 0.3717
γ3 -0.1918 0.2068 -0.1398 0.1395

σx2 2.2626 0.1394 1.5835 0.0536
ξx2 -0.3275 0.0373 -0.1971 0.0253

Table 1. Maximum likelihood estimates with standard errors, Bayes estimates (posterior means, posterior standard deviations)
from models (9), (10), (11) from the fully hierarchical Bayesian extreme value distribution (GEV) model

.

Hurricanes minCP maxWS Damage
Hermine (2016) 0.8549 0.5408 0.3648
Matthew (2016) 0.3659 0.2008 0.2044
Harvey (2017) 0.2909 0.3541 0.0012

Irma (2017) 0.1974 0.1631 0.0546
Nate (2017) 0.9325 0.0514 0.5099

Table 2. The δ values for each damaging tropical cyclone of 2016 and 2017, using the hierarchical GEV model. A δ value
close to 1 reflects the truth to be close to the median of the posterior predictive distribution, and close to 0 reflects the truth
lying in the tails of the distribution.
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Figure 2. Posterior Predictive Distributions for 2017 tropical cyclones. The upper row is for the low intensity case, the bottom
row is for the high intensity case. The left column displays the probability mass function of the Bayesian predictive distribution
for frequency of cyclones, the middle column is the predicted probability mass function of whether a tropical cyclone may
cause damage, and the right column is the predictive density for damages. The actual observed values are displayed with red
dashed lines.
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Figure 3. Posterior Predictive Distributions for 2019 tropical cyclones. The upper row is for the low intensity case, the bottom
row is for the high intensity case. The left column displays the probability mass function of the Bayesian predictive distribution
for frequency of cyclones, the middle column is the predicted probability mass function of a cyclone to cause damage, and the
right column is the predictive density for damages. The actual observed values are displayed with red dashed lines.
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Figure 4. Posterior Predictive Distributions for minCP, maxWS and damages of tropical cyclones Harvey and Irma, based on
the hierarchical Bayesian GEV model. The actual values for the cyclones are displayed with red dashed lines.
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A Supplementary: Model Details, and Addi-

tional Data Analysis

A.1 Bayesian Model For Seasonal Analysis: Details

Recall that the cyclones are in two groups, low and high intensity, and we use the

generic notation C for a group. Let occurrence frequency of group C in year i be

represented by NC,i, and let the frequency of damage-causing cyclones in group C in

year i be represented by LC,i. Finally, let damages in year i be represented as DC,i.

Let the corresponding vector collections of all years for these variables be NC , LC , and

DC . For a given year, i, define annual covariates as Xi.

The distribution of annual low intensity cyclone frequencies is modeled as a neg-

ative binomial distribution. In (12), we parameterize the negative binomial density

for observation i with pi and r. The latter is the (over)dispersion parameter, which

in the Poisson distribution equals 1 (no overdispersion). The former is referred to

as the success parameter, and for observation i is defined as pi = r/(r + �i), where

log �i =
P

j �jXij .

Frequency of damage-inflicting tropical cyclones, L1, is modeled using a binomial

distribution with parameter ✓1 in (2) based on the elements in the vector of annual

frequencies, N1. Finally, damages, D1 , are modeled in (3) using a mixture distribu-

tion with a mass at 0 and nonzero damage modeled by a lognormal distribution with

parameter (µ1, �1).

Priors are specified independently and employ normal distributions for �1, and µ1

as in (15) and (17), respectively. The distribution of ✓1 is specified in (16) using a Beta

distribution and �1 in (18) using a inverse transformation to a Gamma distribution.

In addition, we use a uniform prior that puts an upper bound of 70 for r, as in (19).

This is not restrictive as the negative binomial tends to the Poisson as r ! 1.

The hierarchical specification for the high intensity cyclones is similar to that of

low intensity save for the cyclone occurrence distribution. Cyclone occurrence in (21)

utilizes a Poisson distribution with mean parameter, �(X) = X�2. As in the low inten-

sity case, the frequency of damage-inflicting cyclones, L2, is modeled using a binomial

distribution with parameter ✓2 in (22) based on the vector of annual frequencies, N2.

Finally, damages, D2, are modeled in (23) using a mixture distribution with a mass at

0 and nonzero damage modeled by a lognormal distribution with parameter (µ2, �2).

Priors are specified independently and employ normal distributions for �2 and µ2 as

in (24) and (26), respectively. The distribution of �2 is specified with independent

components. Similar to the low intensity case, ✓2 is specified using a Beta distribu-

tion in (25), and �2 is specified in (27) using a inverse transformation to a Gamma

distribution.

Below, we specify the precise model that we used in this paper. We use the notations

0q1 for a vector of 0s of length q and Iq for an identity matrix of size q ⇥ q where q

depends on the number of covariates in the model being fit.
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Low Intensity Cyclone Fully Bayesian Specification:

[N1,i|Xi, r, pi,�1] ⇠ NegBinom(r, pi) (12)

pi =
r

r + �(xi)

log(�(xi)) = xi�1;�1 2 Rq1

[L1,i|N1,i, Xi, �,�1, ✓1] ⇠ Binomial(n1,i, ✓1) (13)

[D1,i|L1,i, N1,i, Xi, �,�1, ✓1, µ1, �1] ⇠
(1 � (1 � ✓1)

ni1) ⇤ Lognormal(µ1, �1) + (1 � ✓1)
ni1 ⇤ 0 (14)

[�1] ⇠ N (0q1 , 105Iq1) (15)

[✓1] ⇠ Beta(1, 1) (16)

[µ1] ⇠ N (0, 105) (17)


1

�2
1

�
⇠ Gamma(1, 1) (18)

[r] ⇠ Unif(0, 70) (19)

High Intensity Cyclone Fully Bayesian Specification:

[N2,i|Xi,�2] ⇠ Poisson(�(xi)) (20)

log(�(xi)) = xi�2;�2 2 Rq2 (21)

[L2,i|N2,i, Xi,�2, ✓2] ⇠ Binomial(n2,i, ✓2) (22)

[D2,i|L2,i, Ni2, Xi,�2, ✓2, µ2, �2] ⇠
(1 � (1 � ✓2)

ni2) ⇤ Lognormal(µ2, �2) + (1 � ✓2)
ni2 ⇤ 0 (23)

[�2] ⇠ N2(0q2 , 105Iq2) (24)

[✓2] ⇠ Beta(1, 1) (25)

[µ2] ⇠ N (0, 105) (26)


1

�2
2

�
⇠ Gamma(1, 1) (27)

A.2 Additional Analysis: Empirical Bayesian Modeling

Of Seasonal Data

To corroborate the full hierarchical Bayesian model presented in Section 5, we carried

out multiple studies. One is an empirical Bayesian study, where we used the maximum

likelihood estimators to inform the prior. The technical details are given below. As

can be seen from Tables 3 and 4, the results from empirical Bayes are very close to

those obtained using the hierarchical Bayesian model.
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Low Intensity Cyclone Bayesian Specification (EB):

[N1,i|Xi, r, pi,�1] ⇠ NegBinom(r, pi) (28)

pi =
r

r + �(xi)

log(�(xi)) = xi�1;�1 2 Rq1

[L1,i|N1,i, Xi, �,�1, ✓1] ⇠ Binomial(n1,i, ✓1) (29)

[D1,i|L1,i, N1,i, Xi, �,�1, ✓1, µ1, �1] ⇠
(1 � (1 � ✓1)

ni1) ⇤ Lognormal(µ1, �1) + (1 � ✓1)
ni1 ⇤ 0 (30)

[�1] ⇠ N ((�̂11, . . . , �̂1q1), 104Iq1) (31)

[log(�)] ⇠ N (log(�̂), 1) (32)

[✓1] ⇠ Beta(↵(p̂1), �(p̂1)) (33)

[µ1] ⇠ N (x̄1, 104) (34)

[r] ⇠ Unif(0, 70) (35)


1

�2
1

�
⇠ Gamma(v11(ŝ1), v12(ŝ1)) (36)

High Intensity Cyclone Bayesian Specification (EB):

[N2,i|Xi,�2] ⇠ Poisson(�(xi)) (37)

log(�(xi)) = xi�2;�2 2 Rq2

[L2,i|N2,i, Xi,�2, ✓2] ⇠ Binomial(n2,i, ✓2) (38)

[D2,i|L2,i, Ni2, Xi,�2, ✓2, µ2, �2] ⇠
(1 � (1 � ✓2)

ni2)⇤Lognormal(µ2, �2) + (1 � ✓2)
ni2 ⇤ 0 (39)

[�2] ⇠ N2([�̂21, . . . , �̂2q2 ]
T , 104Iq2) (40)

[✓2] ⇠ Beta(↵(p̂2), �(p̂2)) (41)

[µ2] ⇠ N (x̄2, 104) (42)


1

�2
2

�
⇠ Gamma(v21(ŝ2), v22(ŝ2)) (43)

A.3 Additional Analysis: Data Clone Computations On

Seasonal Data

In addition to the hierarchical Bayes and empirical Bayes computations, we also used

dclone88 method to analyze the data, and provide further support and justification

about the robustness of our findings.

Data cloning was implemented using 1, 2, and 5 clones. We report the estimates

of the the 5 clone chain. Each run consisted of running 3 chains of length 100,000

with adaptation on the first 100 iterations. The Markov Chain Monte Carlo (MCMC)

procedure with Gibbs sampling was also implemented using 3 chains, each with 100,000

iterations. The first 100 iterations of each chain were discarded.
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We report some comparision results across di↵erent statistical methodologies in Ta-

bles 3 and 4. Here, we either used all the covariates, or used a select few depending

on a statistical model selection criterion (in these cases, both Akaike and Bayesian

model selection suggested the same model, where a few covariates are dropped). We

compare the empirical Bayesian approach with the full hierarchical Bayesian approach

for both these choices. Model fitting was done either by MCMC, or by adapting

the non-Bayesian data cloning approach. The tables report the posterior mean and

standard deviation for the di↵erent parameter values, for these various combinations.

Both tables demonstrate that there is little di↵erence between the results from di↵er-

ent techniques, and that we have excellent robustness against a choice of statistical

methodology. Additional robustness studies were also conducted. We have used the

hierarchical bayesian approach with all covariates as the main approach for the results

reported in the paper.

A.4 Seasonal Prediction Details

We utilize the Bayesian specification to get an estimate of the posterior predictive

distribution. Let the distributional specification of the data Y = [N,L,D] given

parameters � = [�, ✓, µ, �, �] be p(y|�). Also, let the posterior distribution of � given

the data Y and the hyperparameter ↵ be p(�|y, ↵). Then, the posterior predictive

distribution for a new observation, Ỹ is

p(ỹ|y, ↵) =

Z
p(ỹ|�)p(�|y, ↵)d� (44)

This is obtained computationally as follows:

1. Let {�̂i; i = 1, . . . , T} be the MCMC set of posterior samples.

2. Using each of these posterior estimates, we sample a new y (N, L, D) given �̂i

using the covariates for test data. We call this new y as y
(i)
pred.

3. Plot a histogram (density) using all the predicted y’s, i.e., {y
(i)
pred; i = 1, . . . , T}.

Since the above steps involve massive computations, we also explored two simpler

approaches, outlined below:

• Empirical Bayesian prediction:

1. Obtain the posterior sample meand from the hierarchical Bayesian model fit

in Section 5, call them �̂HB.

2. Sample 105 times from model specification p(ỹ|�̂HB) for each of the response

variables, i.e., frequency of cyclones, frequency of damage-inflicting cyclones

and value of damages. This provides a single realization of the posterior

predictive distribution.

• Fast computation Bayesian prediction:
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1. Let {�̂i; i = 1, . . . , T} be the MCMC set of posterior samples. Note, T is the

number of posterior samples obtained in the MCMC output.

2. Using each of these posterior estimates, we sample y (N, L, D), S = 1000

times using the covariates for test data. We call this new y as y
(i)
predj

.

3a. Now estimate the density p(ỹ|�̂i) using a kernel density estimate:

p̂(ỹ|�̂i) =
1

Sh

SX

j=1

K

0
@

ỹ � y
(i)
predj

h

1
A

3b. The predictive posterior distribution can then be estimated as:

p̂(ỹ|y, ↵) =

PT
i=1 p̂(ỹ|�̂i)

T

4. Sample from the predictive posterior distribution p̂(ỹ|y, ↵).

Predictive inference results for the above two methods are given in Section B, along

with the fully hierarchical Bayesian prediction model given in Section 2. It can be

seen that the results look very similar across the three methods of predictive posterior

inference.

B Appendix: Interpretation Of Posterior Pre-

dictive Densities (Seasonal Analysis)

We present a detailed discussion, and additional figures, for the Bayesian predictive

analysis.

We discuss the results in detail for 2016-2019 below, to illustrate how the probability

density or mass functions depicted in these figures reflect the data. In each analysis,

we use the hierarchical Bayesian model, described in Section 2, the empirical Bayesian

prediction and the fast computation Bayesian prediction, both described in Section A.4.

B.1 2016 Posterior Predictive Bayesian Analysis

The results are presented in Figure 5 for low intensity cyclones and in Figure 6 for high

intensity cyclones. The results for 2016 indicate the model matches well with the data.

The three posterior predictive methods provide similar output except that the second

method has slightly more variability and provides a smoother density curve because of

the averaging. As seen in Figure 5 (three figures in first (left) panel/column), the actual

number of cyclones was well within the predicted distribution for the low intensity

category and had at least 30% of the probability higher than the observed value.

Similarly, in Figure 6(first column), high intensity cyclone occurrence, although falling

at the start of the right tail end, was within the limits of the predictive distribution.
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For low intensity tropical cyclones, the predictive distribution in Figure 5(three

figures in the second (middle) column) indicated that a given cyclone would inflict

damages in 2016, was given approximately a 31-32% chance in each of the three ver-

sions of posterior predictive distributions. The corresponding figures for high intensity

damage-inflicting cyclones in Figure 6(second column) are around 31-32%. There were

$550 million in low intensity damages, thus, Figure 5(three figures in the third (right)

column) reflect the actual amount of damage for 2016 falls well within the predicted

distribution for the low intensity category with non-zero damages. There were a $ 1

billion in high intensity damages in 2016. The high intensity damages in Figure 6(third

column) indicate that the true value of damage falls well within the posterior predic-

tive range for the non-zero values. Although, there is a greater chance of no ($0)

damages (about 55%) and the log of damage incurred in 2016 had about an 8% chance

of occurence.

B.2 2017 Posterior Predictive Bayesian Analysis

Similar to 2016, results for 2017 indicate the model matches well with the observations.

Again, the two posterior predictive methods provide similar output with the second

method showing more variability and a smoother density curve.

As seen in Figure 7(three figures in first (left) column), the actual number of cy-

clones was well within the predicted distribution for the low intensity category and

had at least 30% of the probability higher than the observed value. Similarly, in Fig-

ure 8(first column), high intensity cyclone occurrence, although falling at the start of

the right tail end, was within the limits of the predictive distribution.

From Figure 7(three figures in the second (middle) column) indicated that in 2017,

a low intensity cyclone has the probability of about 33-34% for causing damages in

each of the three versions of posterior predictive distributions. Observing two high

intensity damage-inflicting cyclones as in 2017 had approximately a 23-24% chance in

Figure 8(middle column). There were $225 million in low intensity damages, thus, Fig-

ure 7(three figures in the third (right) column) reflect the chance of the corresponding

damage appropriately and the log of the actual amount of damage for 2017 falls well

within the predicted distribution for the low intensity category with non-zero damages.

The high intensity damages in Figure 8(third column) indicate the log of damage in-

curred in 2017 ($175 billion) although slightly in the right end of the distribution with

about an 2-3% chance of occurence.

B.3 2018 Posterior Predictive Bayesian Analysis

Similar to the previous two years results for 2018 indicate the model matches well with

the observations. Again, the three posterior predictive methods provide similar output

with the second method showing a smoother density curve for damages because of the

averaging. A major di↵erence with the previous two years here is that the true damage

value for 2018 (marked in red) is $0.
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The results for 2018 indicate the model matches well with the data. As seen in

Figure 9(three figures in first (left) column), the actual number of cyclones was well

within the predicted distributions. Similarly, in Figure 10(first column), high inten-

sity cyclone occurrence was also within the limits of the predictive distribution. The

observed value of 2 cyclones accounted for nearly 24% of the samples.

For low intensity tropical cyclones, the predictive distribution in Figure 9(three

figures in second column) indicated that observing no damage-inflicting cyclone, as in

2018, was given approximately a 22-23% chance in each of the three versions of pos-

terior predictive distributions. Similarly, observing no high intensity damage-inflicting

cyclone as in 2018 had the probability in Figure 10(middle column) at around 36-37%.

There were $0 in low intensity as well as high intensity damages, thus, Figure 9(three

figures in last (right) column), and Figure 11 (third column) reflect the chance of no

damages appropriately and the actual amount of damage for 2018 falls well within the

predicted distribution with about a 23% chance for the low intensity category and 37%

change for the high intensity category, respectively, for zero damages.

B.4 2019 Posterior Predictive Bayesian Analysis

Similar to the previous three years results for 2019 indicate the model matches well

with the observations. Again, the three posterior predictive methods provide similar

output with the second method showing a smoother density curve for damages because

of the averaging. Note that the true damage value for 2019 (marked in red) is also $0.

The results for 2019 indicate the model matches well with the data, as seen in

Figure 11(three figures in first (left) column) and in Figure 12(left column).

For low intensity tropical cyclones, the predictive distribution in Figure 11(three

figures in second (middle) column) indicated that observing no damage-inflicting cy-

clone, as in 2019, was given approximately a 22-23% chance in each of the three versions

of posterior predictive distributions. Similarly, observing zero high intensity damage-

inflicting cyclone had the probability in Figure 12(middle column) at around 36-37%.

There were $0 in low intensity as well as high intensity damages, thus, Figure 11(three

figures in last (right) column), and Figure 12 (last column) reflect the chance of no

damages appropriately and the actual amount of damage for 2018 falls well within the

predicted distribution with about a 22% chance for the low intensity category and 38%

change for the high intensity category, respectively, for zero damages.
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C Appendix: Additional Analysis Of Individual

Cyclones Data

C.1 Individuation Cyclones: Trivariate Extreme Value

Model

Here, we model Y = [maxWS,minCP,Damage] using a trivariate extreme values

distribition (GEV) model. Let X1 denote the logarithm of maxWS, X2 denote loga-

rithm of damages and Z1 denote the logarithm of minCP. We also add non-stationarity

in the location parameters to fully utilize all information, including the average lat-

itudes, namely, Z2. We consider the following hierarchy in modeling the location

parameters,

µz1(Z2) = ↵0 + ↵1Z2

µx1(Z1, Z2) = �0 + �1Z1 + �2Z2

µx2(X1, Z1, Z2) = �0 + �1X1 + �2Z1 + �3Z2.

The location and scale parameters have subscrits indicating the variable they represent.

The joint distribution of a logistic dependence model89 for three variables (Z1, X1, X2)

is given by,

G(z1, x1, x2) = exp(�(t(z1)
1/r + t(x1)

1/r + t(x2)
1/r)r),

where r (0 < r  1) is the dependence parameter. We can di↵erentiate this w.r.t.

z1, x1, x2 to derive the density.

g(z1, x1, x2)

=
t(z1)

⇠z1+1

�z1

t(x1)
⇠x1+1

�x1

t(x2)
⇠x2+1

�x2

t(z1)
1
r
�1t(x1)

1
r
�1t(x2)

1
r
�1

⇥ exp(�(t(z1)
1/r + t(x1)

1/r + t(x2)
1/r)r)

⇥
"

(1 � r)(2 � r)

r
�

✓
1 � r

r

◆
(t(z1)

1/r + t(x1)
1/r + t(x2)

1/r)r

+ (t(z1)
1/r + t(x1)

1/r + t(x2)
1/r)2r

#

⇥ (t(z1)
1/r + t(x1)

1/r + t(x2)
1/r)r�3.
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Then the log-likelihood is given by,

l(✓|Z1, X2, X1; Z2)

=

nX

i=1

⇣
(⇠z1 + 1) log(t(z1i)) � log(�z1) + (⇠x1 + 1) log(t(x1i)) � log(�x1)

+ (⇠x2 + 1) log(t(x2i)) � log(�x2) +

✓
1

r
� 1

◆
log(t(z1i))

+

✓
1

r
� 1

◆
log(t(x1i)) +

✓
1

r
� 1

◆
log(t(x2i))

� (t(z1i)
1/r + t(x1i)

1/r + t(x2i)
1/r)r

+ log

"
(1 � r)(2 � r)

r

�
✓

1 � r

r

◆
(t(z1i)

1/r + t(x1i)
1/r + t(x2i)

1/r)r

+ (t(z1i)
1/r + t(x1i)

1/r + t(x2i)
1/r)2r

#

+ (r � 3) log(t(z1i)
1/r + t(x1i)

1/r + t(x2i)
1/r)

⌘

Priors:

↵0, ↵1, �0, �1, �2
iid⇠ N(0, 102)

�0, �1, �2, �3
iid⇠ N(0, 103)

�z1 , �x1 , �x2

iid⇠ IG(↵ = 1, � = 1)

⇠z1 ⇠ Unif(�1, 1)

⇠x1 , ⇠x2

iid⇠ Unif(�0.5, 0.5)

r ⇠ Unif(�0.05, 1)

The priors have been chosen based on well-known information about GEV models

and keeping in the mind the frequentist univariate model estimates. The standard

regularity conditions for the likelihood of an GEV are satisfied for ⇠ < 0.5. In particular

for the range of values �0.5 < ⇠ < 0.5 are most often encountered in practice90. Hence,

we model the shape parameters by a uniform prior between -0.5 and 0.5. Since, in our

parameterization of the dependence parameter, r, 0 < r  1, we model it using a

Uniform distribution but with a lower bound of 0.05 to avoid computational overflow.

Other priors are non-informative.

We have 16 unknown parameters in this model and the step-sizes for the Metropolis

Hastings (MH) algorithm have been chosen such that the acceptance rate for the MH-

algorithm is about 20%, which is the generally accepted as a good enough acceptance

rate. Note that we also standardize X1 to fit in the third model (as a covariate) as is

recommended while fitting GEV models.
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The Metropolis Hastings algorithm is run for 106 MCMC steps and we present the

posterior means and standard deviations for the parameters in Table 5. We notice that

while the estimates for the location parameters are close for the frequentist and the

Bayesian models, the shape and scale parameter estimates vary. The shape parameter

for Z1 (log(minCP)) is -0.586 in the frequentist model while it is -0.434 for the bayesian

trivariate GEV model, which is within the consistency range for the MLE of the shape

parameter, ⇠. The shape parameter estimate for X1 (log(maxWS)) decreases from

-0.352 in the frequentist univariate case to -0.487 in the Bayesian trivariate case, while

the estimate for X2 (log(damages)) increases from -0.327 in the frequentist univariate

case to -0.184 in the Bayesian trivariate case. Interestingly, the estimate for dependence

parameter r is 0.997 which is very close to 1 signifying independence between the three

variables considered. We suspect that this is because the non-stationarity considered in

location parameters already accounts for the dependence between the three variables.

The results seem pretty stable on change on starting values and modifications to the

prior specifications.

The results of Table 5 are very close to those of Table 1, where we obtained the

results using the hierarchical Bayesian GEV model. Thus, the conclusions from the

data are quite robust to the data science framework used for analysis.

C.2 Individuation Cyclones: Hierarchical Model with Log-

Normal Damage

Since it is possible that cyclone damages follow a heavy-tailed but not necessarily ex-

treme valued distribution, we model it has a log-normal distribution in this section.

The overall structure remains the same as Section 6. Note, Z1 represents log(minCP),

Z2 is for standardized average latitude, X1 represents log(maxWS) and X2 is for dam-

ages. We consider the following model:

Z1|Z2 ⇠ GEV(µz1(Z2), �z1 , ⇠z1) (45)

X1|(Z1, Z2) ⇠ GEV(µx1(Z1, Z2), �x1 , ⇠x1) (46)

X2|(X1, Z1, Z2) ⇠ Lognormal(µx2(X1, Z1, Z1), �x2), (47)

where the hierarchy essentially comes in the location parameters,

µz1(Z2) = ↵0 + ↵1Z2

µx1(Z1, Z2) = �0 + �1Z1 + �2Z2

µx2(X1, Z1, Z2) = �0 + �1X1 + �2Z1 + �3Z2.
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The joint density can then be written as,

f(Z1, X1, X2|Z2, ✓)

= f(X2|X1, Z1, Z2)f(X1|Z1, Z2)f(Z1|Z2)

=
1

x2�x2

p
2⇡

exp

✓
�(log(x2) � µx2(x1, z1, z2))

2

2�2
x2

◆

⇥ 1

�x1

(t(x1))
⇠x1+1 exp(�t(x1))

⇥ 1

�z1

(t(z1))
⇠z1+1 exp(�t(Z1)),

where,

t(x) =

(
(1 + ⇠(x�µ

� ))�1/⇠ ⇠ 6= 0

exp
�
�x�µ

�

�
⇠ = 0.

Then the log-likelihood can be given by,

l(✓|X1, X2, Z1, Z2) =

nX

i=1

h
� log(x2i�x2

p
2⇡) � (log(x2i) � µx2)

2

2�2
x2

� log(�x1i) + (⇠x1i + 1) log(t(x1i)) � t(x1i)

� log(�z1i) + (⇠z1i + 1) log(t(z1i)) � t(z1i)
i
.

Priors: The location parameter priors for both the GEV models (minCP and

maxWS) and the log-normal model (damages) are non-informative with variances cho-

sen to be drawn for Inverse-Gamma(1,1) to ensure proper coverage of the sample space

leading to good acceptance rates.

↵0, ↵1
iid⇠ N(0, 103)

�0, �1, �2
iid⇠ N(0, 102)

�0, �1, �2, �3
iid⇠ N(0, 103)

�z1 , �x1 , �x2

iid⇠ IG(↵ = 1, � = 1)

⇠z1 ⇠ Unif(�1, 1)

⇠x1

iid⇠ Unif(�0.5, 0.5).

We use Metropolis-Hastings algorithm to sample from the posterior distribution.

The chain is run for N = 106 MCMC sample size and the step-sizes are chosen to

achieve about 20% acceptance rate. The results from this model fitting is given in

Table 6. The results of this are very close to those in Table 5 and Table 1, where

we reported the results using the trivariate Bayesian GEV model and the hierarchical

Bayesian GEV model respectively. Thus, the conclusions from the data are quite robust

to the data science framework used for analysis.
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Note that the frequentist estimates for the location parameters are similar to the

posterior means for the location parameters. The shape and scale parameters di↵er,

similar to how they di↵ered in the trivariate GEV model of Section C.1 and Bayesian

hierarchical GEV model in Section 6. In terms of significance of estimates, coe�cient of

average latitude (↵1) in modeling location parameter for minCP is statistically signifi-

cant. Similarly, the e↵ect of minCP (�1) and average latitude (�2) in modeling location

parameter for maxWS seems to be significant. The standard errors for the coe�cient

estimates for damages are high, resulting in non-significant e↵ect corresponding to

maxWS, minCP and average latitude, on the location parameter of damages, with a

highly significant intercept term. The scale parameter estimates are significant across

models, and the first two models in the hierarchy have a negative estimate for the

shape parameters signifying Reverse Wiebull distributions for the marginals of each of

log(minCP) and log(maxWS) respectively.

C.3 Individual Cyclones: Additional Predictions

Similar to the analysis presented in Section 3, we now present the prediction results

for the Atlantic propical cyclones of 2016-17 using the statistical models described in

Section C.1 (trivariate Bayesian GEV) and in Section C.2 (hierarchical Bayesian model

with log-Normal distribution for damages).

We consider the predictions from these models for the years 2016 and 2017. The

details are same as those given in Section 3. We note from Table 7 that all the true

minimum central pressure values were always within the 95% credible interval for all

five cyclones. Even the true maximum wind speed fell within the intervals for all the

three models, except it missed the mark very closely for hurricane Nate in hierarchical

Bayesian model with log-Normal for damages. More specifically, the 95% credible

interval for Nate was (3.1304, 4.3807) and the true value was 4.3820, on the log-scale.

For damages, none of the credible intervals for the three models (hierarchical GEV in

Section 3, trivariate GEV in Section C.1 and hierarchical model with log-Normal loss in

Section C.2) could capture the observed value for Harvey in the 95% interval. However

the damages due to Harvey is within the range of the posterior for the hierarchical

GEV method of Section 3.

Similarly, the true damage value for Irma only fell in the 95% credible interval

when the hierarchical GEV model of in Section 3 was fit, but was missed in the other

two methods. However, the truth was not too far away in the tails of the predictive

distribution. Given that Harvey and Irma both are in the top-five most damage causing

Atlantic cyclones, these results are not surprising. We present the �-values using the

models described in Section C.1 and in Section C.2 in Tables 8 and 9 respectively.

These values are not substantially di↵erent from those of Table 2.

D Appendix:All Tables
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Table 3: Comparison of di↵erent statistical methodologies for analyzing the low intensity

tropical cyclones data. Here, all refers to the model where all the covariates were used,

while selected refers to where a few selected covariates were used. These were selected using

a model selection criterion on a model with all covariates. The abbreviation EB refers

empirical Bayes approach, while HB refers to hierarchical Bayesian approach that we use in

the paper. The MCMC and dclone are two di↵erent computational approaches, the latter

is non-Bayesian, but may be used in conjunction with empirical or hierarchical Bayesian

techniques as well. Each entry is an expected value, with standard deviation in brackets.

Results show excellent robustness across statistical methodologies.

All Selected

Parameter Method EB HB EB HB

�11 MCMC -0.068 (0.059) -0.068 (0.059) -0.060 (0.059) -0.060 (0.059)
(NAO) dclone -0.068 (0.026) -0.068 (0.026) -0.060 (0.026) -0.060 (0.026)

�12 MCMC -0.016 (0.031) -0.016 (0.031) - -
(SOI) dclone -0.016 (0.014) -0.016 (0.014) - -

�13 MCMC -0.429 (0.211) -0.429 (0.211) -0.456 (0.208) -0.456 (0.208)
(AMO) dclone -0.429(0.092) -0.429 (0.092) -0.456 (0.092) -0.456 (0.092)

�14 MCMC -0.253 (0.103) -0.254 (0.102) -0.207 (0.075) -0.207 (0.075)
Nino-3.4 dclone -0.253 (0.045) -0.253 (0.045) -0.207 (0.033) -0.207 (0.033)

�15 MCMC 0.098 (0.003) 0.098 (0.003) 0.100 (0.002) 0.100 (0.002)
(SST) dclone 0.098 (0.001) 0.098 (0.001) 0.100 (0.001) 0.100 (0.001)

�16 MCMC 0.001 (0.001) 0.001 (0.001) - -
(Sunspots) dclone 0.001 (0.000) 0.001 (0.000) - -

r
MCMC 36.087 (15.590) 36.065 (15.540) 36.730 (15.474) 36.807 (15.512)
dclone 37.118(11.046) 37.133 (11.064) 34.932 (10.447) 34.934 (10.439)

✓1
MCMC 0.142 (0.011) 0.142 (0.011) 0.142 (0.011) 0.142 (0.011)
dclone 0.142 (0.005) 0.142 (0.005) 0.142 (0.005) 0.142 (0.005)

µ1
MCMC 18.297 (0.344) 18.296 (0.337) 18.295 (0.344) 18.296 (0.337)
dclone 18.296 (0.149) 18.295 (0.149) 18.296 (0.149) 18.296 (0.149)

�2
1

MCMC 5.074 (1.155) 4.882 (1.091) 5.077(1.161) 4.884 (1.093)
dclone 4.790 (0.467) 4.756 (0.461) 4.789 (0.466) 4.756 (0.463)
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Table 4: Comparison of di↵erent statistical methodologies for analyzing the high intensity

tropical cyclones data. Here, all refers to the model where all the covariates were used,

while selected refers to where a few selected covariates were used. These were selected using

a model selection criterion on a model with all covariates. The abbreviation EB refers

empirical Bayes approach, while HB refers to hierarchical Bayesian approach that we use in

the paper. The MCMC and dclone are two di↵erent computational approaches, the latter

is non-Bayesian, but may be used in conjunction with empirical or hierarchical Bayesian

techniques as well. Each entry is an expected value, with standard deviation in brackets.

Results show excellent robustness across statistical methodologies.

All Selected

Parameter Method EB HB EB HB

�21 MCMC 0.140 (0.118) 0.140(0.118) - -
(NAO) dclone 0.137(0.053) 0.137 (0.053) - -

�22 MCMC 0.025 (0.061) 0.025 (0.061) - -
(SOI) dclone 0.024 (0.027) 0.024 (0.027) - -

�23 MCMC 1.908 (0.434) 1.907 (0.435) 1.738 (0.385) 1.740 (0.386)
(AMO) dclone 1.893 (0.193) 1.893 (0.194) 1.733 (0.172) 1.732 (0.173)

�24 MCMC -0.223 (0.191) -0.224 (0.191) -0.321 (0.147) -0.321 (0.147)
Nino-3.4 dclone -0.224 (0.085) -0.224 (0.085) -0.321 (0.066) -0.321 (0.066)

�25 MCMC 0.033 (0.006) 0.033 (0.006) 0.031 (0.004) 0.031 (0.004)
(SST) dclone 0.034 (0.003) 0.034 (0.003) 0.031 (0.002) 0.031 (0.002)

�26 MCMC -0.001(0.001) -0.001(0.001) - -
(Sunspots) dclone -0.001(0.001) -0.001(0.001) - -

✓2
MCMC 0.390(0.040) 0.391(0.040) 0.390 (0.040) 0.391(0.040)
dclone 0.389 (0.018) 0.390 (0.018) 0.389 (0.018) 0.390 (0.018)

µ2
MCMC 21.121 (0.447) 21.122(0.436) 21.120 (0.448) 21.121(0.435)
dclone 21.121 (0.193) 21.121 (0.192) 21.121(0.193) 21.121 (0.192)

�2
2

MCMC 6.997 (1.794) 6.644(1.662) 6.993(1.798) 6.649(1.668)
dclone 6.508 (0.705) 6.445(0.695) 6.510(0.705) 6.447 (0.695)
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Estimate Std. Error Posterior mean Posterior SD

↵0 -0.1919 0.0930 -0.1048 0.0842

↵1 -0.2623 0.0608 -0.2723 0.0494

�z1 1.0395 0.0744 0.7721 0.0302

⇠z1 -0.5859 0.0499 -0.4335 0.0407

�0 4.3691 0.0128 4.2243 0.0305

�1 0.3430 0.0151 0.3508 0.0282

�2 -0.0449 0.0128 -0.0434 0.0305

�x1 0.1429 0.0088 0.3549 0.0169

⇠x1 -0.3521 0.0444 -0.4875 0.0129

�0 19.5008 0.2033 19.2190 0.1730

�1 0.9391 0.5735 1.0601 0.3632

�2 0.5070 0.5535 0.4400 0.3497

�3 -0.1918 0.2068 -0.1338 0.1310

�x2 2.2626 0.1394 1.5064 0.0562

⇠x2 -0.3275 0.0373 -0.1844 0.0246

r 0.9970 0.0039

Table 5: Frequentist estimates from models (45), (46), (47), and posterior mean and standard

deviation from the trivariate Bayesian extreme value distribution (GEV) model

.
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Post means Posterior sd Frequentist est Freq se

↵0 -0.1070 0.0859 -0.1919 0.0930

↵1 -0.2720 0.0499 -0.2623 0.0608

�z1 0.7724 0.0302 1.0395 0.0744

⇠z1 -0.4330 0.0419 -0.5859 0.0499

�0 4.2232 0.0308 4.3691 0.0128

�1 0.3526 0.0283 0.3430 0.0151

�2 -0.0426 0.0301 -0.0449 0.0128

�x1 0.3554 0.0171 0.1429 0.0088

⇠x1 -0.4875 0.0128 -0.3521 0.0444

�0 20.1867 0.1196 20.2294 0.1831

�1 0.8188 0.3641 0.8162 0.5583

�2 0.7523 0.3531 0.7559 0.5422

�3 -0.2522 0.1316 -0.2545 0.2012

�x2 1.4364 0.0526 - -

Table 6: Frequentist estimates from models (45), (46), (47), and posterior mean and standard

deviation from the hierarchical Bayesian model with log-Normal damages

.

minCP maxWS damages

Hierarchical GEV 100% (5/5) 100% (5/5) 80% (4/5)

Trivariate GEV 100% (5/5) 100 % (5/5) 60% (3/5)

Hierarchical log-Normal damages 100% (5/5) 80% (4/5) 60% (3/5)

Table 7: The proportion of cyclones in 2016-17 where the truth was contained in the 95%

credible interval.

Hurricanes minCP maxWS Damage

Hermine (2016) 0.8440 0.5432 0.3293

Matthew (2016) 0.3683 0.2023 0.1667

Harvey (2017) 0.2969 0.3514 0.0006

Irma (2017) 0.1964 0.1638 0.0430

Nate (2017) 0.9263 0.0516 0.4689

Table 8: For the hierarchical GEV model in Section C.1, � values for each of the hurricanes,

closer to 1 reflects the truth to be close to the median of the posterior predictive distribution

and closer to 0 reflects the truth lying in the tails of the distribution.
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Hurricanes minCP maxWS Damage

Hermine (2016) 0.8256 0.5392 0.3424

Matthew (2016) 0.3823 0.2019 0.2104

Harvey (2017) 0.3038 0.3525 2e-04

Irma (2017) 0.2009 0.1656 0.0355

Nate (2017) 0.9159 0.0491 0.4783

Table 9: For the hierarchical GEV model with log-Normal damages in Section C.2, � values

for each of the hurricanes, closer to 1 reflects the truth to be close to the median of the

posterior predictive distribution and closer to 0 reflects the truth lying in the tails of the

distribution.
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Figure 5: Posterior predictive distributions for 2016 low intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.
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Figure 6: Posterior Predictive Distributions for 2016 High Intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.
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Figure 7: Posterior Predictive Distributions for 2017 Low Intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.
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Figure 8: Posterior Predictive Distributions for 2017 High Intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.

3−5 Storm Frequency

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0 5 10 15
3−5 Landfall Frequency

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0 2 4 6 8 10

3−5 Storm Damage

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0 5 10 15 20 25 30

0.26 chance of
 $0 Damage

0.74 chance of
 log(Damage)

 in this distribution

0 5 10 15

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

3−5 Storm Frequency

D
en

si
ty

0 2 4 6 8 10

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

3−5 Landfall Frequency

D
en

si
ty

0 5 10 15 20 25 30

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

3−5 Storm Damage

Av
er

ag
e 

Po
st

er
io

r P
re

di
ct

ive
 D

en
si

ty

0.26 chance of
 $0 Damage

0.74 chance of
 log(Damage)

 in this distribution

3−5 Storm Frequency

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0 5 10 15
3−5 Landfall Frequency

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

0 2 4 6 8 10

3−5 Storm Damage

D
en

si
ty

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0 5 10 15 20 25 30 35

0.27 chance of
 $0 Damage

0.73 chance of
 log(Damage)

 in this distribution

45



Figure 9: Posterior Predictive Distributions for 2018 Low Intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.
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Figure 10: Posterior Predictive Distributions for 2018 High Intensity cyclones. The top row

is for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the

bottom row is for hierarchical Bayesian prediction. The left column is the probability mass

function for cyclone frequency, middle column is for damage-inflicting probability, and right

column is density for logarithm of damages. The actual values are displayed with red dashed

lines.
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Figure 11: Posterior Predictive Distributions for 2019 Low Intensity cyclones. The top row is

for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the bottom

row is for hierarchical Bayesian prediction. The left column is the probability mass function

for cyclone frequency, middle column is for damage-inflicting probability, and right column

is density for logarithm of damages. The actual values are displayed with red dashed lines.
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Figure 12: Posterior Predictive Distributions for 2019 High Intensity cyclones. The top row

is for empirical Bayes prediction, the middle row is for fast Bayesian prediction and the

bottom row is for hierarchical Bayesian prediction. The left column is the probability mass

function for cyclone frequency, middle column is for damage-inflicting probability, and right

column is density for logarithm of damages. The actual values are displayed with red dashed

lines.
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